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SCALABLE VIDEO DELIVERY POLICIES

Adaptive video delivery policies have been
well studied. However, we have not seen any
research which considers how these policies
are affected by an access model mandated by
a content provider.

In this work, we find optimal delivery policies
for scalable video under different access con-
straints:

• streaming,

• downloading,

• and a hybrid access model called stream-
loading.

INTERNET VIDEO ACCESS MODELS

The access model contrains how much content
may be stored in a buffer on the user’s device.
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• Streaming. Data may only be downloaded
just in time to be decoded and played back.

• Downloading. Video data may be re-
trieved indefinitely far ahead and stored on
the user’s device until it is played back.

• Streamloading. Hybrid access model,
where the base layer is streamed and en-
hancement layers may be prefetched [1].

SEMI-MARKOV DECISION PROCESS FORMULATION

State. The state of the process includes the chan-
nel quality, the occupancy of the playout buffer
and download buffer, and the playback position.
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Actions. The action is expressed as a layer index
(0,1, or 2) of a future segment to download next.
Depending on the state and the access rules only

a subset of these actions may be allowed.
Channel Model. The channel is a stochastic pro-
cess based on empirical channel measurements
of a cellular data network in a dense urban area
in downtown Brooklyn.
Reward. The reward function for the SMDP is:

ra,s =

ts,a∑
t=1

log

(
ut∑
k=1

lk

)
(1)

where ts,a is the duration of action a, ut is the
number of layers for a segment to be played in
timestamp t, and lk is the size of the kth layer of
the video being played in one time slot.
Solution. We use the value iteration method [2]
to solve the SMDP.

POLICY APPROXIMATION

The SMDP policy is essentially a classifier, which takes as its input a 7-dimensional state, and outputs
one of a set of actions. To approximate the SMDP policy, we use a decision tree [3] to develop a
simplified set of rules for selecting the next download.

APPROXIMATE POLICIES
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A tree-based policy of depth 3 chooses the
same action as the SMDP in > 90% of states, for
all access models under consideration.

EXTERNAL VALIDITY
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The policy gives reasonable results under con-
ditions different from the empirical channel
process with which the policy was derived.

POLICIES
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