A Consideration on Congestion Control in CCN
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CCN(Content Centric Network) Proposal 1: Receiver-driven TCP-Reno like congestion control
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® Users send requests, called Interest(->), which contains the name of P | P _ o , _
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Congestion Control:
Congestion happens when a link or node is carrying so much data, and it can A~Interes; ¢ ,
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cause delay and packet loss. This affects the bandwidth badly. So congestion Chunk 2,4,6,7,9 S‘erv. N chunk 1,3,5,8,10
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This congestion control of CCNXx is realized in Application layer. That is, Packets are of next chunk in that Date Source
tunneled within TCP or UDP flows running over IP . . : L
fl g * Congestion controls are realized separately and simultaneously in different
Data sources containing different chunks of a required content.
* This makes proposal 2 more applicable to CCN

Window size changing for CCNx(ccncatchunks?2)
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Conclusion: We propose the possibilities to use TCP-Reno like congestion control and
120 EEE » : adaptive timeouts in CCN. According to the multi-sources of CCN, we propose multi-thread
. . ’"' - congestion control in CCN. And later, we will try to carry out our experiments.
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